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Three studies investigated children’s belief in causal determinism. If children are determinists, they should infer
unobserved causes whenever observed causes appear to act stochastically. In Experiment 1, 4-year-olds saw a
stochastic generative cause and inferred the existence of an unobserved inhibitory cause. Children traded off
inferences about the presence of unobserved inhibitory causes and the absence of unobserved generative causes.
In Experiment 2, 4-year-olds used the pattern of indeterminacy to decide whether unobserved variables were
generative or inhibitory. Experiment 3 suggested that children (4 years old) resist believing that direct causes can
act stochastically, although they accept that events can be stochastically associated. Children’s deterministic
assumptions seem to support inferences not obtainable from other cues.

Many researchers have proposed that children’s
knowledge about the world can take the form of
causal theories, in which unobserved causes play a
central role (Carey, 1985; Gopnik, 1988; Gopnik &
Meltzoff, 1997; Keil, 1989; Perner, 1991; Wellman,
1990). Children invoke unobserved mental states to
explain human behavior (see, e.g., Wellman, 1990),
invisible forces to explain physical events (Shultz,
1982), and invisible, internal mechanisms to explain
biological events (Gelman, Coley, & Gottfried, 1994).

However, little is known about how children infer
unobserved causes. Until recently, developmental
psychologists have looked primarily at children’s
ability to infer causal structure from spatiotemporal
cues (Cheng & Novick, 1992; Leslie & Keeble, 1987)
and information about substantive, domain-specific
mechanisms (Ahn, Gelman, Amsterlaw, Hohenstein,
& Kalish, 2000; Bullock, Gelman, & Baillargeon, 1982;
Carey & Spelke, 1994; Shultz, 1982; Spelke, Breinlin-

ger, Macomber, & Jacobson, 1992). In adult cognitive
psychology, by contrast, researchers have focused
primarily on domain-general causal learning from
the strength of association (Shanks, 1985; Shanks &
Dickinson, 1987; Spellman, 1996) and patterns of
covariation (Cheng, 1997, 2000) among events.

However, we can sometimes have causal knowl-
edge even without knowing much about underlying
mechanisms. If increasing serotonin levels relieve
depression, we may conclude that low serotonin
levels cause depression even if we do not know how.
On the other hand, understanding causation seems
to involve more than recognizing patterns of corre-
lation. Lack of exercise is correlated with depression
and we could imagine a plausible mechanism con-
necting the two (e.g., metabolic changes associated
with exercise might regulate emotional arousal).
However, if manipulating serotonin levels affects
depression and manipulating physical activity does
not, we will conclude that serotonin plays a causal
role in depression and exercise does not.

Recently, psychologists, philosophers of science,
and statisticians have suggested that the crucial
piece missing from both mechanism and covariation
accounts of causal inference is the notion of inter-
vention (Gopnik et al., 2004; Gopnik & Schulz, in
press; Pearl, 2000; Spirtes, Glymour, & Scheines,
1993; Woodward, 2003). Intuitively, if X is causally
related to Y, then (all else being equal) there will be
something we can do to change the value of X that
will change the value of Y; that is, intervening
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directly on X can affect Y. Critically, if intervening to
change X changes Y, we can infer a causal relation-
ship between the variables even if we do not know
the underlying mechanism. Conversely, if, all else
being equal, there is nothing we can do to X that will
affect Y, we can conclude that there is no direct
causal relationship between X and Y, even if X and Y
are correlated and even if there is a plausible
mechanism connecting the two.

The claim that an intervention to change X
changes Y can also be represented as the claim that
an intervention to change X correlates with a change
in Y. However, the interventionist account differs
importantly from standard covariation accounts. In
general, covariation accounts of causal inference
have been critiqued for their failure to distinguish
between direct causal relationships (X ! Y) and
spurious associations (X  U ! Y, where U is an
unobserved common cause). Although X and Y will
covary under observation of both of these structures,
the same correlations will not hold under interven-
tions. If the true structure is X ! Y, then the value of
Y will be statistically dependent on the value to
which X is set by intervention; if the true structure is
X  U ! Y, then the value of Y will be independent
of any intervention to change the value of X. More-
over, interventions can lead to inferences about the
existence of unobserved causal mechanisms: if X and
Y covary but ‘‘doing’’ X fails to change Y and ‘‘do-
ing’’ Y fails to change X, then (regardless of one’s
prior knowledge about causal mechanisms) one
should infer an unobserved common cause of X and
Y (Gopnik et al., 2004; Griffiths, Baraff, & Ten-
enbaum, 2004; Kuhsnir, Gopnik, Schulz, & Danks,
2003; Pearl, 2000).

The interventionist account also contrasts with a
mechanism-based account of causal inference.
Abundant research suggests that we can and do use
mechanism information to make causal claims when
such information is available (Ahn, Kalish, Medin, &
Gelman, 1995; Bullock et al., 1982; Koslowski &
Masnick, 2002). Philosophers have also suggested
that the possibility of effective intervention may
always imply some underlying mechanism (see Str-
evens, in press; Woodward, 2003). Critically, how-
ever, we can use interventions to learn causal
relations even in the absence of information about
the physical relationships between events. Indeed,
this is frequently the case in the history of science
(as when we infer a causal relationship between ser-
otonin and depression because experiments show
that regulating serotonin relieves depression, al-
though we do not know the mediating mechanism).
Particular sequences of interventions and outcomes

can lead us to infer genuinely causal links, even
when the underlying mechanism remains mysteri-
ous (see Schulz, Kushnir, & Gopnik, in press, for a
discussion).

Intuitions such as these underlie experimental
design in science and have recently been formalized
into computational accounts of causal learning
(Pearl, 2000; Spirtes et al., 1993; Woodward, 2003).
Although children and naı̈ve adults lack an explicit
understanding of experimental design (Chen &
Klahr, 1999; Inhelder & Piaget, 1958; Kuhn, 1989;
Kuhn, Amsel, & O’Laughlin, 1988; Masnick & Klahr,
2003), research suggests that even preschool children
can use evidence about interventions and outcomes
to learn a wide range of causal structures (Gopnik
et al., 2004; Schultz, 2003; Schulz, Gopnik, & Glym-
our, submitted). Moreover, children can use this
information to design novel effective interven-
tions themselves, suggesting genuine causal insight
(Gopnik et al., 2004; Schulz & Gopnik, 2004).

As noted, some research has looked at how chil-
dren might use evidence from interventions and
outcomes to infer the existence of unobserved causes
(Gopnik et al., 2004). However, children seem to
reason about unobserved and even unobservable
causes quite broadly; they are not limited to rea-
soning about unobserved common causes of corre-
lated events. In this paper, we will consider the
possibility that children combine inferences about
interventions and outcomes with a belief in causal
determinism.

In its simplest form, causal determinism is the
assumption that all events have causes (see, e.g.,
Bullock et al., 1982; Gelman et al., 1994). If you be-
lieve that all events have causes, then you should
infer unobserved causes whenever events appear to
occur spontaneously. There is considerable evidence
that both adults and children do this (Bullock et al.,
1982; Chandler & Lalonde, 1994; Gelman et al., 1994;
Luhmann & Ahn, 2003; Saxe, Tenenbaum, & Carey,
in press).

However, causal determinism can entail a
stronger set of commitments. In the philosophical
literature, causal determinism is the assumption, not
just that events have causes, but that causes deter-
ministically produce their effects. From this per-
spective, the appearance of probabilistic causality is
due to our ignorance of all the relevant variables.
This strong version of determinism was famously
articulated by the mathematician Pierre Simon-
Laplace, who noted that if there were ‘‘an intelli-
gence knowing all the forces acting in nature . . .
(and) its intellect were sufficiently powerful to sub-
ject all data to analysis, to it nothing would be
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uncertain’’ (1814/1951). This stronger kind of deter-
minism implies that we should infer unobserved
causes, not just when effects occur spontaneously,
but also when effects occur stochastically.

We do not want to claim that Laplacian deter-
minism provides an accurate picture of causal rela-
tions in the world. Chaos theory suggests that even
deterministic events may be unpredictable and
quantum mechanics suggests the existence of genu-
inely random events. Importantly, however, a belief
in causal determinism need not be metaphysically
accurate to be functionally adaptive. Indeed, as-
suming determinism may be adaptive precisely be-
cause it induces human beings to search for the
existence of unobserved causal factors in indetermi-
nate causal scenarios.

Specifically, for determinists, particular patterns
of interventions and evidence will suggest the pres-
ence of unobserved variables. If X deterministically
generates Y, the probability of Y, given an inter-
vention to produce X, is 1: p(Y|X)5 1. If X and Y
are not causally related, then an intervention to
produce X should not change the probability of
Y: p(Y|X)5 p(Y). Suppose, however, that an
intervention to produce X increases the likeli-
hood of, but does not guarantee, the occurrence
of Y: 14p(Y|X)4p(Y). Assuming Laplacian deter-
minism, this last pattern suggests that the causal
structure should be modified. We need to add a
variable Z whose presence inhibits X from generat-
ing Y, or whose absence impairs the ability of X to
generate Y (see Glymour, 2001, for a complete dis-
cussion).

Importantly, assuming determinism might sup-
port inferences not only about the existence of un-
observed causes but also about what kind of
unobserved cause is present. In particular, children
might be able to trade off inferences about the
presence of unobserved inhibitory causes and the
absence of unobserved generative causes. If for in-
stance, children believe that a necessary unobserved
generative cause of the event is sometimes absent,
they should be less likely to infer the existence of an
unobserved inhibitory cause (and vice versa).

This sort of trade-off, combined with other kinds
of knowledge, might also allow children to decide
whether unobserved causes are generative or inhib-
itory. Suppose that a generative cause behaves sto-
chastically. If this is due to an unobserved inhibitory
cause, then that cause should be absent when the
observed generative cause produces an effect and
present when the observed generative cause fails to
produce the effect. However, if the unobserved cause
is generative, then the unobserved cause will be

present when the generative cause produces an effect
and absent when the generative cause fails to pro-
duce the effect. Children might use these facts to
infer whether the unobserved cause was inhibitory
or generative.

A belief in causal determinism might also lead
children to prefer certain causal hypotheses to others.
If children are parsimonious about positing unob-
served causes, then given a choice between two
hypotheses, that is (1) a potential cause that deter-
ministically produces an effect or (2) another potential
cause that produces the effect stochastically because
of an unobserved variable, children should prefer the
former account. Critically, however, if determinism is
a belief about causal relations in the world, then
children’s assumptions about determinism should be
sensitive to the causal structure underlying the event.
Children might accept that two events could be
stochastically associated for an arbitrary reason (e.g., a
person decided sometimes to make the events happen
together and sometimes to make the events happen
separately) but reject the idea that one variable could
be a direct stochastic cause of another. In all these
respects, the assumption of strong causal determin-
ism could shape the way in which children learn the
causal structure of the world.

Earlier research has looked at how children use
patterns of covariation to make causal judgments
about both generative and inhibitory observed causes
(Gopnik, Sobel, Schulz, & Glymour, 2001; Schulz &
Gopnik, 2004; Shultz & Mendelsohn, 1975; Siegler,
1976). However, to our knowledge, no other research
has looked at how determinism and patterns of co-
variation and intervention affect children’s inferences
about unobserved causal variables. In this paper, we
look at whether children are causal determinists in the
domain of physical causality. Experiment 1 looks at
whether children infer the existence of unobserved
inhibitory causes when observed causes behave
stochastically and whether children appropriately
trade-off inferences about the presence of unobserved
inhibitory causes and the absence of unobserved
generative causes. Experiment 2 looks at whether
children can use the pattern of indeterminacy to de-
cide whether an unobserved cause is generative or
inhibitory. Experiment 3 looks at whether children
resist inferring direct stochastic causation.

Experiment 1

In Experiment 1, we show preschool children a
generative cause of an effect and test them in one of
three conditions: a deterministic causation condition
and two stochastic causation conditions (unex-
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plained and explained). In the deterministic causa-
tion condition, children see a generative cause that
always produces an effect: p(Y|X)5 1, and children
should not infer the existence of an unobserved
cause. In the unexplained stochastic condition, chil-
dren are led to believe that the presumably sufficient
observed generative cause sometimes fails to pro-
duce the effect: 14p(Y|X)4p(Y). In this condition,
children should infer the existence of an unobserved
inhibitory cause. In the explained stochastic condi-
tion, children see the same evidence but are led to
believe that an additional necessary unobserved
generative cause might sometimes be missing. If
children understand that the stochastic causation can
be explained by the absence of an unobserved gen-
erative cause, then children should not infer the ex-
istence of an unobserved inhibitory cause. (Note that
we call this the explained condition only because the
absence of the unobserved generative cause might
explain the failures of the effectFnot because we
actually explain this to the children; they still need to
draw the appropriate inferences.)

Method

Participants

Forty-eight children ranging in age from 3 years 8
months to 5 years 5 months (mean age: 4 years 7
months) were recruited from urban preschools. An
approximately equal number of boys and girls par-
ticipated. Sixteen children were randomly assigned
to each condition. Although most children were from
White, middle-class backgrounds, a range of eth-
nicities resembling the diversity of the population
was represented.

Materials

A specially designed remote-operated light was
used. The toy consisted of a light encased in a 12 cm
! 17 cm ! 8 cm wooden box with an orange Lucite
top. When the sliding switch on the remote was put
in the ‘‘on’’ position, the top glowed orange. When
the remote was put in the ‘‘off’’ position, the light
turned off. If the switch was only pushed part of the
way, the effect failed to occur. Children were never
able to see how far the switch was pushed; from the
children’s perspective, the switch was activated on
every trial, and the toy sometimes lit and sometimes
did not.

A 7 cm diameter metal ring and a 3 cm black, disc-
shaped squeezable keychain flashlight were also
used. The experimenter never activated the flash-
light and no child identified the squeezable object as

a flashlight. All children first participated in a pre-
test. For the pretest, a red cup, a blue cup, and a
paperclip were used.

Procedure

The children were tested individually by an ex-
perimenter familiar to them. See Figure 1 for a
schematic of the procedure.

Pretest

The test phase required the children to believe
that the experimenter might deceive the confederate;
hence children were given a false belief task (Wim-
mer & Perner, 1983) to introduce the idea that the
experimenter might be deceptive and to insure that
they could understand deception. The confederate
put a paperclip under one of two cups. The confed-
erate left the area and the experimenter switched the
location of the paperclip. The children were asked to
predict where the confederate would look for the
paperclip. Two children failed the pretest and were
replaced.

Training

The experimenter set the toy box and the remote
control switch on the table and placed the ring on top
of the toy box. The experimenter pushed the switch
forward and the toy lit up. She then slid the switch
back and the light extinguished. ‘‘See this switch?
This switch makes my toy light up.’’ The experi-
menter repeated this three times. Children thus had
evidence that the switch was a generative cause of
the effect.

Children were then given evidence for an ob-
served inhibitory cause. The experimenter said, ‘‘The
toy only works if this ring is on top of the toy. If
I remove the ring, the switch won’t work and the toy
won’t light up.’’ The experimenter removed the ring
and pushed the switch. The toy failed to light up (in
fact, because the experimenter surreptitiously pu-
shed the switch only part way). From the child’s
perspective, however, removing the ring prevented
the switch from working and the toy from lighting
up. The experimenter repeated this three times. The
experimenter then put the ring back on top of the toy,
pushed the switch (all the way) and the toy lit up.
For the remainder of the experiment, the ring re-
mained on top of the toy.

This procedure provided the children with a
known way of preventing the effect. In all three
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conditions, children had observed that removing the
ring would stop the switch from working and the toy
from lighting up. During the test phase, all children
thus had the option of imitating the intervention that
had worked in the training task.

Test Tasks

Deterministic causation condition. The experiment-
er gave the switch to the confederate and said,
‘‘Now my friend Catherine is going to try to make
the toy light up.’’ The confederate activated the
switch eight times consecutively and the toy lit up
each time.

After the confederate pushed the switch the
eighth time, the experimenter opened the palm of

her right hand and said, ‘‘Look what I have in my
hand.’’ This revealed the flashlight, which had been
previously concealed. The experimenter placed the
flashlight on the table, took the remote switch
from the confederate, and said, ‘‘We’re going to
play a game. On the count of three, I’m going to push
this switch to make this toy turn on. Can you make it
so the switch won’t work and the toy won’t turn
on?’’

She placed the toy with the ring on top and the
flashlight within reach of the child (left/right posi-
tion counterbalanced between subjects), put her own
hand on the switch, and counted to three. Children
did not have access to the switch but had a choice of
preventing the effect by acting on the ring or by
acting on the flashlight.

Training
When the ring is on the toy, When the ring is removed, the switch

doesn't work and the toy doesn't light up.the switch activates the toy.

Switch off  Switch on Switch off Switch on 

Test
Stochastic causation condition 

Switch off  Switch on Switch off Switch on 

Sometimes the switch works . . .                  and sometimes it doesn't. 

Deterministic causation condition

Switch off  Switch on Switch off Switch on 

                                           The switch always works. 

Both conditions: Look what I have in my hand . . .   

I'm going to flip the switch.  Can you make it so the switch won't work and the toy won't 
light up?

Figure 1. Schematic of the stimuli and procedure used in Experiment 1.
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In this condition, the children should not infer the
existence of an unobserved inhibitory cause. When
asked to inhibit the effect, children should remove
the ring.

Unexplained stochastic causation condition. The un-
explained stochastic condition was identical to the
deterministic condition, except that the switch did
not always make the light go. Instead, the toy be-
haved in the following pattern: no effect, light, no
effect, no effect, no effect, no effect, light, and no
effect. From the child’s perspective, the confederate
pushed the switch eight times, but the toy lit up only
twice.

Children had redundant evidence (intervention
information and verbal instructions) that removing
the ring was an inhibitory cause and would prevent
the effect. However, if children are determinists and
are sensitive to instances of imperfect causation, then
they should infer the existence of an additional, un-
observed, inhibitory cause. The flashlight concealed
in the experimenter’s hand might plausibly be an
unobserved inhibitor of the effect. (The experimenter
might have sneakily prevented the effect some of the
times that the confederate attempted to generate it.)
Thus, although the children never saw the flashlight
do anything, they might try to inhibit the effect by
intervening on the flashlight rather than on the ring.

Explained stochastic causation condition. This con-
dition was identical to the unexplained stochastic
condition, except that after the confederate pushed
the button for the eighth time, the experimenter in-
troduced a novel, necessary generative causal factor.
The experimenter took the switch from the confed-
erate and said, ‘‘You know, in order to make the toy
work, you have to push the switch all the way for-
ward. If you just push the switch part of the way, the
toy won’t work.’’ For half the children, the infor-
mation was introduced and the experimenter then
revealed the flashlight. For half the children, the
experimenter revealed the flashlight and then this
information was introduced. All children received
this information after all the trials were completed;
hence they had no opportunity of observing, on any
given trial, whether the confederate moved the
switch into the correct position or not.

Note that in both stochastic conditions, children
saw that the observed generative cause sometimes
succeeded and sometimes failed to make the toy
light up. However, in the explained condition, chil-
dren were given reason to believe that there was an
additional generative factor that they had not ob-
servedFnamely, whether the switch was pushed all
the way. This factor may have been absent on some
of the trials. If the children recognize the trade-off

between explaining stochastic effects in terms of the
presence of an unobserved inhibitory cause and the
absence of an unobserved generative cause, then
children in this condition should not infer the exist-
ence of an unobserved inhibitory cause and should
prevent the effect by imitating the known inhibitory
intervention (removing the ring).

Results and Discussion

Children were coded as choosing the unobserved
cause if they picked up the flashlight, aimed it at the
toy, and either activated it or attempted to activate it
by pushing on its surface. Children were coded as
choosing the observed inhibitory cause if they re-
moved the ring.

Alpha was set at .05, and thus all results reported
as significant are po.05 or better. In the deterministic
causation condition, only 2 of the 16 children (12.5%)
chose the flashlight (the rest chose the ring). In the
otherwise similar unexplained stochastic causation
condition, however, 15 of the 16 children (94%) in-
tervened on the unobserved inhibitory cause (the
flashlight) and only 1 child (6%) intervened on the
observed inhibitory cause (the ring). In the explained
stochastic causation condition, only 4 of the 16 chil-
dren (25%) intervened on the flashlight (the rest
chose the ring). Children were significantly more
likely to choose the unobserved inhibitory cause in
the unexplained stochastic causation condition than
in either the deterministic causation condition, w2(1,
n5 32)5 21.21, or the explained stochastic condition,
w2(1, N5 32)5 15.68.

Within the unexplained stochastic condition,
children were significantly more likely to choose the
unobserved inhibitory cause than the observed in-
hibitory cause, w2(1, n5 16)5 12.25. By contrast,
within both other conditions, children were signifi-
cantly more likely to choose the observed inhibitory
cause than the unobserved inhibitory cause, w2(1,
n5 16)5 4.00 and w2(1, n5 16)5 9.00, respectively.
Indeed, when the possible absence of the generative
cause could explain the effect, children were no more
likely to infer an unobserved cause, given stocha-
stic causation than deterministic causation, w2(1,
n5 32)5 0.82.

These results are consistent with the idea that
children are causal determinists and can use patterns
of interventions and evidence to infer the existence
of unobserved causes. When children believed that
the generative intervention always occurred but the
effect occurred stochastically, children inferred the
existence of an unobserved inhibitory cause and
created a novel, appropriate intervention on a
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previously unobserved variable. However, when
children believed that the stochastic causation might
be explained by the absence of a generative cause,
children did not infer the presence of an unobserved
inhibitory cause. Nor did they posit unobserved
causes when the effects occurred deterministically.

Many factors presumably contributed to making
the flashlight a plausible, potential cause. Concealing
the flashlight in the experimenter’s hand allowed
for the possibility that the experimenter might in-
tervene on it. The flashlight itself had affordances (as
a manipulable object with a squeezable depression)
that let it to be treated as a potential button. Finally,
the false belief pretest introduced the possibility that
the experimenter liked to play tricks and thus that an
object concealed in her hand might be causally rel-
evant. In the absence of any of these factors, children
might have been less likely to infer that the flashlight
was an unobserved cause of the effect. Further re-
search might look at the factors that determine chil-
dren’s willingness to treat particular variables as
causally relevant.

Critically, however, these features were held con-
stant across the conditions. Thus, although many
factors might explain why children who inferred the
existence of an unobserved cause chose the flashlight
(rather than any other object in the room), these
factors do not explain why children looked for un-
observed causes in the stochastic condition but not in
the other two conditions. Indeed, the results of this
experiment suggest that children are relatively
parsimonious about inferring the existence of unob-
served causes. Children did not look for an unob-
served inhibitory cause when the effects occurred
deterministically or when the absence of a generative
cause might explain the stochasticity. Children only
inferred the existence of an unobserved inhibitory
cause when they observed otherwise unexplained
stochastic effects.

Experiment 2

In Experiment 1, children were only asked to infer
whether or not there was an inhibitory unobserved
cause. In Experiment 2, we look at whether children
can use particular patterns of indeterminacy to infer
whether unobserved causes are generative or inhib-
itory. If an observed generative cause sometimes fails
to produce an effect and children believe that a po-
tential unobserved cause could not have been acti-
vated (e.g., was not available for intervention) on
failed trials but could have been activated on suc-
cessful trials, then children should infer that the
unobserved cause is generative. By contrast, if chil-

dren believe that the potential unobserved cause
could not have been activated on successful trials but
could have been activated on failed trials, they
should infer that it must be inhibitory.

Method

Participants

Thirty-two children ranging in age from 4 years 1
month to 5 years 7 months (mean age: 4 years 7
months) were recruited from urban preschools. One
child was unable to complete the training task and
was replaced. Children were randomly assigned to
an effect first condition and an effect last condition.
An approximately equal number of boys and girls
participated. Although most children were from
White, middle-class backgrounds, a range of eth-
nicities resembling the diversity of the population
was represented.

Materials

The metal ring was not used in this experiment.
Otherwise, the same materials used in Experiments 1
and 2 were used in this study. Additionally, a mon-
key puppet, six switches, and a remote control air-
plane were used in a training procedure. Three of the
switches were toggle switches, and were identical
except for color (green, white, and red). The re-
maining three switches were uniquely colored and
shaped (a blue panel switch, a gold push-button
switch, and a cream-colored toggle switch). None of
the switches were functional, although some of them
appeared to be, as described in the procedure below.
In the training task, the airplane was always acti-
vated or deactivated surreptitiously, using the
remote control.

Procedure

Pretest

The procedure was identical to pretest in Experi-
ment 1, except that a monkey puppet took the place
of the human confederate. All children passed the
pretest.

Labeling Training Task

Because the test task involved deciding whether a
candidate cause was generative, inhibitory, or not
really a cause at all, we trained the children to
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identify switches as ‘‘starters,’’ ‘‘blockers,’’ or ‘‘do-
nothings.’’ The experimenter set the toy airplane on
the table and concealed the remote in her hand. She
then set the green switch on the table.

The experimenter flipped the green switch and
simultaneously (surreptitiously) triggered the re-
mote so that the plane began to make a whirring
noise. She said, ‘‘Look, this is a starter switch. See, it
made the toy turn on.’’

The experimenter removed the starter switch and
brought out the white switch. She flipped the white
switch back and forth. Nothing happened. She said,
‘‘See this is a do-nothing switch. This switch doesn’t
do anything.’’ The children were allowed to play
with the do-nothing switch.

Finally, the experimenter took out the red switch
and gave the child the starter switch. She asked the
child to flip the starter switch on and the toy started
whirring. The experimenter then flipped the red
switch on. The toy stopped whirring. The experi-
menter said, ‘‘See this is a blocker switch. The
blocker blocks the starter switch and makes it so
the toy won’t go.’’ The child was encouraged to flip
the starter on again. Nothing happened. The exper-
imenter said, ‘‘See, the blocker is blocking it.’’ The
experimenter then flipped the red switch off. The
child flipped the green switch on and the toy started
whirring.

The experimenter repeated the entire demonstra-
tion and then brought out all three switches. She
pointed to each switch in turn and asked the child to
identify each switch and explain its function. Chil-
dren were corrected if necessary.

The experimenter removed the old switches and
brought out three new switches. She said, ‘‘Now I
want you to figure out what these switches do.’’ She
repeated the above procedure, except that she did
not label the switches or describe their effects. All the
children were able to identify the three new switches
as a starter, a do-nothing, and a blocker.

The training procedure differed slightly between
the two conditions. In the effect last condition the
procedure was exactly as described above. The
children learned the labels easily; hence, to shorten
the procedure, the children in the effect first condi-
tion watched the experimenter manipulate the
switches (as above) but never flipped the switches
themselves.

Test Tasks

Effect first condition. The experimenter set the toy
light and the switch on the table and concealed the
flashlight in her right hand. She brought the monkey

puppet back out and said, ‘‘monkey is going to try to
turn this light on.’’ The monkey flipped the switch
four times, and all four times the toy lit up. The ex-
perimenter opened her right hand and said, ‘‘Look
what I have in my hand.’’ She set the flashlight down
on the table and said, ‘‘monkey, try again.’’ The
monkey flipped the switch four times and the toy
failed to light up. The experimenter pointed to the
flashlight on the table and said, ‘‘What do you think
this does? Do you think this is a starter, a blocker or a
do-nothing?’’ (order of the choices counterbalanced
between children).

Note that the children had never observed any
intervention on the flashlight. However, if children
are causal determinists, then they should infer the
existence of an unobserved cause when the switch
behaves stochastically. As the flashlight could have
been activated when the effect occurred (i.e., al-
though it was concealed in the experimenter’s hand)
but could not have been activated when the effect
failed (i.e., although it was sitting on the table), the
children might infer that the flashlight was an un-
observed generative cause of the effect (i.e., a
‘‘starter’’).

Effect last condition. This condition was identical,
except that the first four times the monkey flipped
the switch, the toy failed to light up. After the ex-
perimenter set the button down on the table and said
‘‘monkey, try again,’’ the monkey flipped the switch
four times and all four times the toy lit up.

Again, the children never observed any interven-
tion on the flashlight. However, as the flashlight
could have been activated when the effect failed to
occur but could not have been activated when the
effect did occur, the children might infer that the
flashlight was an unobserved inhibitory cause of
the effect (i.e., a ‘‘blocker’’).

Results and Discussion

The pattern of indeterminacy (effect first vs. effect
last) and the possibility of intervention affected the
children’s decisions. Children were significantly
more likely to identify the unobserved cause as a
starter in the effect first condition than in the effect
last condition, w2(1, N5 32)5 10.49, and significantly
more likely to identify the unobserved cause as a
blocker in the effect last condition than in the effect
first condition, w2(1, N5 32)5 8.00.

In the effect first condition, 11 of the 16 children
(69%) identified the unobserved cause (the flash-
light) as a starter or spontaneously reported that the
flashlight ‘‘made the toy turn on.’’ Four children
(25%) identified the unobserved cause as a blocker or
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spontaneously reported that the flashlight ‘‘stopped
the toy.’’ One child (6%) said that the flashlight did
not do anything. By contrast, in the effect last con-
dition, 12 of the 16 children (75%) identified the
unobserved cause as a blocker or spontaneously re-
ported that the button ‘‘stopped the toy.’’ Two chil-
dren (12.5%) identified the unobserved cause as a
starter and 2 children identified the unobserved
cause as a do-nothing switch.

Within the effect first condition, there was a trend
for children to identify the unobserved cause
as a starter more often than as a blocker, w2(1,
n5 15)5 3.27, p5 .07, and children were signifi-
cantly more likely to identify the unobserved cause
as a starter than as a do-nothing switch, w2(1,
n5 12)5 8.33. Within the effect last condition, chil-
dren were significantly more likely to identify the
unobserved cause as a blocker than as a starter,
w2(1, n5 14)5 7.14, or as a do-nothing switch, w2(1,
n5 14)5 7.14.

Note that in both conditions, children had the
option of treating the switch as a sufficient but
stochastic cause of the effect. That is, they could have
simply accepted that the switch sometimes worked
and sometimes failed. If children accepted that the
switch behaved stochasically, they could have label-
ed the flashlight as a do-nothing switch (particularly
as they had never seen the flashlight do anything
and they had been trained to label some switches
as do-nothings). Instead, consistent with a belief in
determinism, children seemed to resist accepting
that the switch might act stochastically. Children
were able to combine information about the pattern
of indeterminacy of the switch with information
about whether the flashlight could have been acti-
vated on particular trials to infer whether the flash-
light was a starter, a blocker, or a do-nothing.

Again, although many features of the flashlight (its
presence in the experimenter’s hand, its affordances,
etc.) may have made it a plausible candidate for
children’s causal inferences, these do not explain
children’s different inferences in the two conditions.
The only actual difference in the two conditions was
the pattern of indeterminacy. Consistent with a belief
in determinism, the pattern of indeterminacy seemed
to dictate the particular judgments children made.

Experiment 3

If determinism is a belief about causal relations in the
world, then children’s inferences should be sensitive
to the causal structure underlying events. Suppose,
for instance, that children believe that there is a di-
rect causal link between a purple button and a light

so that intervening to depress the button specifically
makes the light turn red. If the light does not turn
red, but instead turns yellow, then children should
make one of three inferences: (A) that the purple
button was not depressed, (B) that the purple button
was depressed and an unobserved inhibitory cause
was present, or (C) that the purple button was de-
pressed and a necessary unobserved generative cause
was absent. If, as suggested by Experiment 1, children
are parsimonious about inferring the presence of un-
observed causes, they should prefer inference A.

However, suppose instead that there is no direct
causal link between the button and the light. Instead,
a timer set to different intervals (deterministically)
triggers each event: whenever the timer triggers the
purple button, the purple button depresses and
whenever the timer triggers the light, the light turns
red. As the two events are the result of a cause that
can (because of the particular nature of a timing
device) be set to create arbitrary associations, the
events might sometimes co-occur and sometimes fail
to co-occur. In this case, children should not infer
from the fact that the light did not turn red, that the
purple button was not depressed. If children are
causal determinists, they should accept the idea that
two events can be stochastically associated (one
event can occur with or without the other) as long as
there is no direct causal link between them.

In Experiment 3, we looked at whether children’s
inferences about determinism are affected by the
causal structure underlying the events. Specifically,
we looked at whether children would resist inferring
stochastic relationships between variables when one
variable was a direct cause of another.

Method

Participants

Sixty-four children ranging in age from 3 years 11
months to 5 years 3 months (mean age: 4 years 6
months) were recruited from urban preschools.
Children were randomly assigned to a direct cause
novel pairing, a direct cause unexpected, a no direct
cause novel pairing, or a no direct cause unexpected
condition. An approximately equal number of boys
and girls participated. Although most children were
from White, middle-class backgrounds, a range of
ethnicities resembling the diversity of the population
was represented.

Materials

A black cardboard box (30 cm ! 15 cm ! 10 cm)
was used in this experiment. One side of the box
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had a wax-paper cutout of a moon; the other had a
cutout of a flower. Two colored lights (green and
purple) were on top of the box and two lights
(red and yellow) were hidden inside the box. A blue
cellophane filter was also used. The lights were en-
cased in plastic rings and wired so that one con-
cealed switch turned on the green and yellow lights
(simultaneously); another concealed switch turned
on the purple and red lights (simultaneously). The
lights underneath the box were positioned so that
the wax-paper cutout glowed (red or yellow)
when the appropriate switch was flipped. The red
and yellow filters on top of the lights could be
removed, allowing the lights to glow white (when
no filter was on top) or blue (when the cellophane
filter was used) instead of red or yellow. A black
cardboard screen was also used. See Figure 2
for a schematic diagram of the stimuli and pro-
cedure.

Procedure

Direct Cause Novel Pairing Condition

The experimenter introduced the toy to the chil-
dren, showing them both sides of the box (the moon
side and the flower side) and both buttons (encased
in the plastic rings, the purple and green lights re-
sembled colored buttons). Half the participants saw
the moon first; half saw the flower first.

The experimenter turned the box so that one side
(e.g., the flower) faced the child and the child could
not see the shape on the other side. She said, ‘‘I’m
going to push the purple button and let’s see what
happens.’’ She pushed the top of the purple light and
simultaneously (surreptitiously) flipped the switch.
The ‘‘button’’ turned purple and the flower turned
red. Pilot work with adults suggested that this pro-
vided a strong illusion of causality; it looked as if
the experimenter had pushed a purple button that

Moon side       Flower side

Causal Conditions:    "Look, I pushed the purple button and the moon turned yellow."       
 "Look, I pushed the green button and the flower turned red." 

Associative Conditions: "Look, the moon turned yellow and the purple light went on." 
     "Look, the flower turned red and the green light went on." 

Sample Inference Trial: 
Causal Novel Pairing: 
"Look, the moon turned red.  What button 
did I push?" 

Associative Novel Pairing:  
"Look, the moon turned red.  What light 
went on?" 

Causal Unexpected: 
"Look, the moon turned blue.  What button 
did I push?" 

Associative Unexpected: 
"Look, the moon turned blue.  What light 
went on?" 

Figure 2. Schematic of the stimuli and procedure used in Experiment 3.
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simultaneously lit up and caused the flower to turn
red. The experimenter then turned the box to the
moon side, and the children learned that pushing
the green button made the green button light up and
the moon turn yellow. However, children never ob-
served the effect of the purple button on the moon or
of the green button on the flower, as that side of the
toy was facing away from them. The order of pre-
sentation (moon vs. flower) was counterbalanced
between participants and children saw the entire
procedure three times.

The children were then given two inference tasks
(order counterbalanced between participants) and
asked to make an inference about each of the two
novel effects (also counterbalanced). In one inference
task, the experimenter placed the black cardboard
screen over the top two lights so that the ‘‘buttons’’
were no longer visible. She told the children, ‘‘I’m
going to hide the buttons now.’’ The children saw a
novel effect: either the moon turned red or the flower
turned yellow. The experimenter asked, ‘‘Which
button did I push?’’

The other inference task was similar, except that
children were asked to make an intervention. The
screen was not used. The experimenter turned the
toy so that one of the shapes faced the child and
asked the child to produce a novel effect: ‘‘Can you
make the flower turn yellow?’’ or ‘‘Can you make the
moon turn red?’’

Which button would the children choose? The
children had seen that the purple button turned the
flower red and the green button turned the moon
yellow. But they had never seen any button turn the
flower yellow or the moon red, and they had never
seen the relation between the purple button and the
moon or the green button and the flower. Thus the
children had no direct causal evidence to answer
the test questions.

However, for each choice, one button suggested
stochastic causation (we will call this the stochastic
choice), whereas the other did not (the alternative).
The children knew, for instance, that the green but-
ton caused the moon to turn yellow. If the children
inferred that the green button also caused the moon
to turn red, they would have to infer that the green
button behaved stochastically: sometimes turning
the moon yellow and sometimes not (i.e., when
turning the moon red). The children had no infor-
mation about what the purple button did to the
moon; they had only seen it turn the flower red.
However, as the shapes were on different sides of the
box, the purple button could have also turned the
moon red (even though the children had not seen it).
If children resist inferring stochastic causation, they

should consistently prefer the alternative to the
stochastic choice.

Direct Cause Unexpected Condition

In the previous condition, children might have
inferred that the purple button turned things red in
general (and the green button turned them yellow in
general) and applied this logic without being deter-
minists. However, if children are genuinely deter-
minists, they should resist inferring stochastic
causation and prefer an alternative (potentially de-
terministic) cause even when it would mean attrib-
uting a novel effect to the alternative cause. To look
at this, we tested children in a direct cause unex-
pected condition. This condition was identical to the
novel pairing condition, except that immediately
before the inference tasks, the experimenter surrep-
titiously changed the colored filters so that the moon
would turn blue and the flower would turn white.
As in the novel pairing condition, one button for
each event suggested stochastic causation whereas
the other did not. When, for instance, the moon
turned blue, the children in the direct cause condi-
tion could infer that the green button behaved sto-
chastically (sometimes turning the moon yellow and
sometimes turning the moon blue). Alternatively, the
children could infer that the purple button turned
the moon blue, although they had no information
about what the purple button did to the moon and
no information that the purple button could turn
anything blue. However, if the children are deter-
minists, they should nonetheless resist the stochastic
hypothesis and again prefer the alternative, choosing
the purple button rather than the green one when the
moon turns blue and the green button rather than the
purple when the flower turns white. That is, they
should think that the purple button simultaneously
turns the flower red and the moon blue and that the
green button simultaneously turns the moon yellow
and the flower white.

No Direct Cause Novel Pairing Condition

The no direct cause conditions were perceptually
quite similar to the direct cause conditions, but we
introduced several changes so that the children
could not infer a direct causal link between the
events. First, the top (purple and green) lights were
identified as lights rather than buttons. Second,
children were given a cover story attributing the
activation of the lights to a preset timer: ‘‘The lights
are on a timer. Sometimes the lights go on and off.
Let’s see what happens.’’ Third, the experimenter
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pointed to the lights rather than pushed them. These
modifications were intended to prevent children
from inferring that one light caused another and
to lead them to infer instead that the lights were
(deterministically) triggered by the timer but arbi-
trarily associated with one another. The lights, of
course, were not really on a timer; the mechanism
and the timing of events were the same across all
conditions.

On one inference trial, children saw the moon turn
red; on the other, they saw the flower turn yellow
(order counterbalanced between participants; be-
cause the lights were presumably caused by the
timer, children were not given an intervention task in
this condition). In each case, the experimenter
pointed toward the screen and asked, ‘‘Which light
do you think went on?’’

In this condition, the lights were presumably
triggered by a timer and were thus causally unre-
lated. However, the associations between the lights
were identical to those in the casual condition. The
green light was consistently associated with the
moon and the color yellow, and the purple light with
both the flower and the color red. Given a red moon,
children might think the green light went on (and
accept the stochastic association with color) or that
the purple light went on (and accept the stochastic
association with shape). A similar story applies to
the yellow flower. We expected that on both trials,
children would choose between the lights at
chance.

No Direct Cause Unexpected Condition

This condition was identical to the novel pairing
condition, except that the experimenter replaced the
filters so that the shapes would shine blue or white.
Again, the lights are causally unrelated, but in this
condition the associations are not equivalent. When
the moon turns blue, the green light is associated
with the moon but not with the color blue. However,
the purple light is associated with neither the moon
nor the color blue. Similarly, when the flower turns
white, the purple light is associated with the flower,
whereas the green light is associated with neither the
flower nor the color white. In direct contrast to the
direct cause unexpected condition, we predicted that
children in the no direct cause unexpected condition
would prefer the stochastic inference to the alternative.

Results and Discussion

There were no significant differences between the
inference and intervention task in either direct cause
condition or between the two inference trials in ei-
ther no direct cause condition; hence for all condi-
tions, we will report the data across both trials.
Children’s responses are shown in Figure 3.

All the predictions were confirmed. The children
were more likely to make the stochastic inference
across trials in the no direct cause novel pairing
condition than in the direct cause novel pairing
condition, w2(1, N5 32)5 5.00; in the no direct cause
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unexpected condition than in the direct cause novel
pairing condition, w2(1, N5 32)5 10.49; in the no
direct cause novel pairing condition than in the di-
rect cause unexpected condition, w2(1, N5 32)5 7.31;
and in the no direct cause unexpected condition than
in the direct cause unexpected condition, w2(1,
N5 32)5 13.33.

Direct Cause Novel Pairing Condition

Within the direct cause novel pairing condition, 12
of the 16 children (75%) made the alternative infer-
ence on both trials. Only 2 children (12%) made the
stochastic inference across both trials. Two children
responded perseveratively (preferring the green
button both times or the purple button both times).
As predicted, across trials children were significantly
more likely to make the alternative inference than
expected by chance and significantly more likely to
make the alternative inference than the stochastic
inference. Children were also more likely to make
the alternative inference than to perseverate on a
button (all results by binomial test).

Direct Cause Unexpected Condition

In the direct cause unexpected condition, 9 of the
16 children (56%) made the alternative inference on
both trials. Only 1 child (6%) made the stochastic
inference across both trials. Six children (38%) chose
perseveratively. As predicted, across trials children
were significantly more likely to make the alternative
inference than expected by chance and significantly
more likely to make the alternative than the sto-
chastic inference. The children were not more likely
to make the alternative inference than to perseverate
on a button (all results by binomial test).

A relatively large proportion of children made the
perseverative response in this conditionFchoosing
the same button for both trials. This condition in-
troduced two novel effects to the children: the blue
moon and the white heart. These effects might have
distracted some of the children and exacerbated their
tendency to perseverate. However, as predicted,
children were as likely to make the alternative in-
ference across trials (vs. anything else) in the direct
cause novel pairing condition as in the direct cause
unexpected condition, w2(1, N5 32)5 1.25, p5 ns,
and as likely to resist the stochastic inference, w2(1,
N5 32)5 1.25, p5 ns.

No Direct Cause Novel Pairing Condition

As predicted, children in the no direct cause novel
pairing condition chose between the buttons at

chance. Across both trials, 7 children (44%) consist-
ently chose the button associated with color; seven
consistently chose the button associated with shape;
they were exactly as likely to make the stochastic
inference as the alternative inference. Two children
(12%) performed perseveratively.

No Direct Cause Unexpected Condition

In the no direct cause unexpected condition, 11 of
the 16 children (69%) made the stochastic inference
across both trials. Two children (12%) made the al-
ternative inference across both trials and 3 children
(19%) perseverated on a single light. As predicted,
children were significantly more likely to make the
stochastic inference across trials than expected by
chance and significantly more likely to make the
stochastic inference than to make the alternative in-
ference (all results by binomial test). There was a
trend for children to make the stochastic inference
more often than to perserverate on a light (p5 .057
by binomial test).

These findings suggest that children’s belief in
determinism helps constrain their inferences about
the cause of novel events. A number of features
(human intervention, mechanism knowledge, etc.)
presumably influenced children’s tendency to
perceive a direct causal link between the events.
However, critically, when children do think that one
variable is a direct cause of another, they assume that
the relationship is deterministic. Children resist
making causal attributions that imply stochastic
causation and look instead for alternative causal ac-
counts. The results also suggest that children’s belief
in determinism is sensitive to the causal structure
underlying the events. When children do not think
there is a direct causal link between variables, chil-
dren accept that the events might be stochastically
associated.

General Discussion

These studies suggest that young children make
fundamental assumptions about the causal structure
of the world. At least in these mechanical cases,
children seem to believe that physical causes pro-
duce their effects deterministically. This assumption
allows children to use probabilities to learn about
unobserved causes. It also allows children to trade
off inferences about the presence of unobserved in-
hibitory causes and the absence of unobserved gen-
erative causes. Combined with other kinds of causal
assumptions, it allows children to make inferences
about whether an unobserved cause is generative or
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inhibitory. Moreover, the assumption of causal de-
terminism seems to constrain children’s inferences
about the cause of novel effects: given an alternative,
children seek to avoid inferring probabilistic causa-
tion. Finally, children’s assumptions about deter-
minism reflect other beliefs about causal structure.
Although they resist the idea that direct causes are
stochastic, they are willing to make stochastic infer-
ences when there is no direct causal link between
two events. In all these respects, the assumption of
causal determinism seems to play an important role
in shaping children’s causal learning. In particular,
the assumption of determinism allows children to
make sophisticated inferences about unobserved
events. Such inferences might allow children to dis-
cover new causal structures and might support
changes in children’s intuitive theories.

However, these studies also raise a number of
questions. It is not clear how the degree of indeter-
minacy might affect children’s inferences. In Exper-
iments 1–3, the observed cause failed to produce the
effect more often than it succeeded. Would children
still make inferences about unobserved causes if the
observed cause succeeded more often than it failed?
Would even a single failure of the observed genera-
tive cause suffice for children to infer unobserved
variables?

Moreover, even if children believe that unob-
served causes always exist in indeterminate scenar-
ios, it is not clear that they (or we) always attend to or
search for such causes. In our first two experiments,
we presented children with a clear and plausible
candidate for the unobserved causeFthe flash-
lightFand children acted on that cause. As noted,
numerous factors (its salience, its affordances, its
presence in the experimenter’s hand) made the
flashlight an attractive candidate cause. However in
the real world, candidate causes might be difficult to
identify and a variety of factorsFranging from
children’s temperaments, to the consequences at
stake, to estimates about the number of likely un-
observed variables, to the frequency of indetermina-
cyFmight influence children’s willingness to search
for unobserved causes.

Additionally, although we have discussed causal
determinism quite generally, our experiments looked
only at children’s inferences about physical causal
events. Intuitively, it seems possible that children
might be more willing to accept indeterminacy in
psychological cases than in physical ones. Thus
children might be less likely to infer the existence of
unobserved variables to account for the stochastic
efficacy of psychological causes (e.g., a smile some-
times but not always being reciprocated). On the

other hand, in great part, what it means to under-
stand an event as psychological is to understand that
it can be explained with reference to unobservable
variables (beliefs, desires, feelings, etc.). Thus chil-
dren might not explicitly infer the existence of un-
observed variables to account for psychological
indeterminacy simply because unobserved psycho-
logical causes are always assumed to exist. Future
research might examine domain differences in causal
determinism.

Finally, a belief in strong causal determinism is
not the only route by which children could infer the
existence of unobserved causes. As we noted earlier,
children might use spatiotemporal information or
mechanism knowledge to make such inferences.
There is also evidence that children infer unobserved
causes whenever an event appears to occur sponta-
neously, implicating a weaker form of causal deter-
minism (Bullock et al., 1982). Moreover, as noted,
patterns of interventions and outcomes may indicate
unobserved causes even without assuming causal
determinism at all. The causal Bayes net formalism,
for instance, provides a different account of how
combinations of interventions and evidence could
lead to the introduction of unobserved common
causes (see, e.g., Gopnik et al., 2004; Pearl, 2000).

Overall, however, our findings suggest that a be-
lief in causal determinism gives children a powerful
and systematic basis for inferring the existence of
unobserved causes. When children observe causal
indeterminacy, they appropriately infer the existence
of unobserved causes, but given deterministic
causation, they parsimoniously refrain from such
inferences. Children’s fundamental assumptions
about causal determinism appear to both enable and
constrain their search for unobserved causes. In turn,
this kind of inference may play an important role in
the development of children’s everyday theories.
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